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This issue of the GACM Report highlights current developments in the field of topology optimization, with a particular focus on the challenges arising in the context of material non-linear, dynamic, and multi-scale optimization problems. To this end, three articles are presented in this issue, each focussing on particular features of modern topology optimization procedures.

The article *Thermodynamic extremal principles for topology optimization* by Philipp Junker and Dustin R. Jantos solves the inverse problem of topology optimization by application of thermodynamic extremal principles – a common tool in continuum mechanics for the modelling of physically sound non-linear material behaviour. The article highlights the fact that thermodynamic extremal principles for topology optimization can be directly combined with established principles for material modelling, thus enabling a natural inclusion of material non-linearities in the topology optimization procedure.

The contribution *Topology optimization beyond linear elasticity* by Mathias Wallin and Daniel Tortorelli discusses current developments not only with respect to the inclusion of material non-linearities, but also with respect to the inclusion of dynamic effects in the context of topology optimization tasks. To this end, the article provides representative numerical examples, including topology optimization examples in the context of non-linear elasticity, finite deformation plasticity, and dynamic problems.

Finally, the article *Variational Design Sensitivity Analysis and Multiscale Optimisation* by Franz-Joseph Barthold and Wojciech Kijanski focusses on the application of optimization principles to multi-scale problems. The FE$^2$ approach is a commonly used method for the modelling of multi-scale materials, facilitating the consideration of material inhomogeneities on the micro-scale via representative volume elements. The presented article combines FE$^2$ based multi-scale analyses with a multi-scale structural optimization method for the monolithic computation of optimal micro- and macro-scale layouts.

On behalf of GACM, we would like to express our gratitude to the above named authors for presenting the current activities and developments in the challenging and complex field of non-linear, dynamic, and multi-scale topology optimization problems in this issue.
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The German Association for Computational Mechanics (GACM) is pleased to provide this GACM-Report No. 11. The initiative of guest editors Professor Andreas Menzel and Interim Professor Richard Ostwald is especially acknowledged. The topics addressed out of the field of optimization are of significant importance and play a major role in the context of virtual product development.

At the end of the year 2018, the scientific community learned with great sadness that Professor Erwin Stein passed away. He was Honorary President of GACM and an outstanding, passionate scientist. Professor Walter Wunderlich, his long-time colleague and friend, recalls in a very personal obituary aspects of the life of Professor Stein.

The combined 8th ECCOMAS Congress and 14th World Congress on Computational Mechanics will take place 19 to 24 July 2020 in Paris. This mega-event is already under busy preparation. GACM plays as co-organiser a substantial role in supporting the French colleagues in their preliminary activities. The German community for computational mechanics is encouraged to contribute heavily to this eminent conference. Moreover, the next general assembly of GACM will be held in Paris during this event.

Professor Zhuo Zhuang, the president of the Chinese partner association CACM, expressed the strong wish to interact with GACM more intensively. A first step to have common activities is the international conference on Data Driven Computing and Machine Learning in Engineering 2019 (DACOMA-19), which will be held in Shanghai 9 to 11 September this year. This conference is supported by CACM and GACM.

A central and important gathering is the 8th GACM Colloquium on Computational Mechanics, which will be organized on 28 to 30 August this year in Kassel. The GACM Colloquium intends to bring together especially young scientists, who are engaged in academic as well as in industrial research on computational mechanics and computer methods in applied sciences. This series of conferences is a great success story in its category.

This year, the thematic conferences under the roof of ECCOMAS take place. Quite a number of these conferences are organized in Germany:

- CFRAC 2019: Sixth International Conference on Computational Modeling of Fracture and Failure of Materials and Structures, 12-14 June, Braunschweig,
- M-FET 2019: 2nd Modern Finite Element Technologies - Mathematical and Mechanical Aspects, 01-03 July, Bad Honnef,
- ICCCM 2019: International Conference on Computational Contact Mechanics, 03-05 July, Hannover,
- MULTIBODY 2019: Multibody Dynamics, 15-18 July, Duisburg,
- IGA 2019: VII International Conference on Isogeometric Analysis, 18-20 September, Munich,

The commitment to provide these important scientific conferences creates good visibility of our national community.

Another interesting conference will be SACAM 2020, which is combined with AfriComp 2020, organised by the South African mechanics community at Cape Town on 30 November to 2 December 2020. GACM supports explicitly this conference in order to foster computational mechanics research in Africa.

Finally, I would like to point out that on 21 October 2019 until 18 November 2019 elections for the Review Boards (Fachkollegien) for Deutsche Forschungsgemeinschaft (DFG) will take place. Every eligible voter in our scientific system is strongly encouraged to take part in these elections in order to determine the persons who shall represent the interests of the scientific community within the DFG. The nominated candidates will be announced this summer.

Looking forward towards the upcoming scientific events and I remain with my best regards

Michael Kaliske, President of GACM
Thermodynamic extremal principles for topology optimization

by Philipp Junker¹ and Dustin R. Jantos¹

¹Mechanik – Materialtheorie, Ruhr-Universität Bochum, Germany

Abstract

Thermodynamic extremal principles constitute a prominent tool for material modeling. However, it turned out that these principles cover an even broader range of applicability. To be more precise, the so-called inverse problem of topology optimization can also be investigated and solved in an elegant manner by application of thermodynamic extremal principles. Due to their origin in material modeling, the inclusion of material nonlinearities to topology optimization can be performed in a straightforward manner.

Introduction

The idea of describing processes that are observed in nature by extremal principles roots back to Aristotle or even earlier (see [4]). The popular principle of least action follows from this fundamental modeling strategy, which was successfully applied to the problem of brachistochrone, light refraction, the motion of a conservative oscillator, and many more. The appropriate mathematical theory was established in the late 1700s by Leibniz, Euler, Maupertuis, Lagrange, and others. See [42] for a historical review and the investigation of the principle of Castigliano and Menabrea in [6], which constitutes as a special case of the principle of least action. A more general formulation of the principle of least action is the Hamilton principle [15, 16], of which a didactic presentation can be found in [2].

The Hamilton principle can be formulated for conservative continua as

\[ \delta G = \delta K \forall \delta u , \quad (1) \]

where \( K \) denotes the kinetic energy and \( G \) the Gibbs energy. The Gâteaux derivative is indicated by a preceding \( \delta \), and \( u \) denotes the displacements. The Gibbs energy is given by

\[ G = \int_{\Omega} \Psi \, dV - \int_{\Omega} f \cdot u \, dV - \int_{\partial \Omega} t \cdot u \, dA \quad (2) \]

with the Helmholtz free energy \( \Psi \), the volume forces \( f \), and the tractions \( t \). The volume of the body is indicated by \( \Omega \) and the boundary by \( \partial \Omega \), respectively. For modeling of nonconservative continua, i.e. evolving microstructures, appropriate internal variables \( v \) are introduced. This evolution contributes to the Hamilton principle, such that it reads (for the quasistatic case, i.e. \( \delta K = 0 \))

\[ \delta G = \delta D \forall \delta u , \delta v , \quad (3) \]

which is also referred to as the principle of virtual work. The nonconservative microstructural evolution enters the Hamilton principle by means of the dissipation functional

\[ D := \int_{\Omega} \dot{\rho} \cdot \delta v \, dV , \quad (4) \]

in which \( \dot{\rho} \) denotes the nonconservative forces acting along the “distance of microstructure evolution” \( \delta v \). Without loss of generality, it might be assumed that these forces can be derived from a dissipation potential \( \Delta = \Delta(u, \dot{v}) \) such that

\[ \dot{\rho} := - \frac{\partial \Delta}{\partial \dot{v}} \quad (5) \]

holds. Consequently, the Hamilton principle can be formulated as

\[ \delta G + \int_{\Omega} \frac{\partial \Delta}{\partial \dot{v}} \cdot \delta v \, dV = 0 \forall \delta u , \delta v . \quad (6) \]

A great benefit of this variational strategy is the easy inclusion of (complex) constraints by adding appropriate energetic functionals. For the case of vanishing gradients of the internal variable, i.e. \( G = G[u, \nabla u, v] \), the stationarity condition in Eq. (6) with respect to \( \delta v \) becomes

\[ \frac{\partial \Delta}{\partial \dot{v}} = \frac{\partial \Psi}{\partial \dot{v}} : = \rho , \quad (7) \]

which is known as Biot equation, c.f. [5]. For adequate choices of the dissipation function \( \Delta \), e.g. \( \Delta \) being homogeneous of first or second order, Eq. (7) coincides with Onsager’s principle [38, 39]

\[ \dot{v} \propto \rho \quad (8) \]

with the thermodynamic fluxes \( \dot{v} \) and the thermodynamic driving forces \( \rho \), respectively. Consequently, all material models derived by the use of thermodynamic extremal principles identically fulfill the second law of thermodynamics

\[ - \frac{\partial \Psi}{\partial \dot{v}} \cdot \dot{v} = \rho \cdot \dot{v} \geq 0 . \quad (9) \]

A potential form of the Biot equation is given by

\[ \Lambda = \Psi + \Delta \rightarrow \min \dot{v} , \quad (10) \]
which is referred to as the principle of the minimum of the dissipation potential, cf. [7, 25]. A comparable approach is the principle of maximum dissipation, e.g. [13, 14]. It is also possible to formulate the thermodynamic extremal principles in a time-discrete way, cf. [40, 34, 35, 37].

These modeling strategies have been successfully applied to various problems of material modeling, e.g. phase transformations [36, 24], crystal plasticity [29], and damage [33, 31], to mention just a few. Based on the idea of an “inverse” damage model, which redistributes mass from low to highly loaded parts in a design space, the thermodynamic topology optimization has been derived using the very same thermodynamic extremal principles [22, 23, 18, 19]. The fundamental idea, regularization approaches, inclusion of material non-linearities and several numerical examples are presented in the following.

**Fundamentals**

The application of the thermodynamic extremal principles discussed in the previous section requires postulation of the Helmholtz free energy and the dissipation function; whereas the latter basically determines the type of the resulting evolution equation. For the modeling of damage processes, several approaches make use of a Helmholtz free energy as

$$\Psi = \Psi_m = \frac{1}{2} \sigma : [f(\chi)\mathbb{E}]^{-1} : \sigma .$$

In contrast to strain-controlled damage processes, the control variable in topology optimization is the mechanical stress. The internal variable $\chi \in [\chi_{\text{min}}, 1]$ serves as design variable, such that the local (relative) density is given by $f(\chi)$. Various approaches for the interpolation function are possible, for example

$$f(\chi) = \frac{\chi_{\text{min}}(\chi_{\text{min}} - 1)}{[\chi_{\text{min}}(\chi_{\text{min}} - 1) - (\chi - 1)^2]} \quad \text{in} \ [22] \quad \text{or} \quad f(\chi) = \chi^3$$

and $\chi_{\text{min}} = 10^{-3}$ in [17].

The dissipation function is chosen as

$$\Delta = \frac{1}{2} \eta \dot{\chi}^2 ,$$

which results in an evolution equation of viscous type, cf. [18]. The quantity $\eta$ is the viscosity. The ansatz $\Delta = \Delta + r|\chi|$ yields an evolution of an elasto-viscoplastic type, cf. [22, 23]. The interval constraint for the design variable $\chi$ is accounted for by a Kuhn-Tucker parameter

$$\gamma = \begin{cases} \tilde{\gamma} & : \chi > 0 \wedge \chi = 1 \\ -\tilde{\gamma} & : \chi < 0 \wedge \chi = \chi_{\text{min}} \\ 0 & : \text{else} \end{cases} .$$

Furthermore, we also have to control the total mass in the design volume $g\Omega$, which results in the constraint

$$\int_{\Omega} g(\chi) \, dV - g\Omega = 0 \quad \text{(15)}$$

that is accounted for via a Lagrange parameter $\lambda$. Consequently, a functional for the constraints is formulated as

$$C_\chi = \int_{\Omega} \gamma \chi \, dV + \lambda \left( \int_{\Omega} g(\chi) \, dV - g\Omega \right) . \quad \text{(16)}$$

Several approaches for the function $g(\chi)$ are possible, e.g. $g(\chi) = 1/\chi$ in [18] or $g(\chi) = \chi$ in [17]. This allows us to apply the Hamilton principle as

$$\delta G + \int_{\Omega} \frac{\partial \Delta}{\partial \dot{\chi}} \delta \chi \, dV + \int_{\Omega} \gamma \delta \chi \, dV + \lambda \int_{\Omega} g'(\chi) \delta \chi \, dV = 0$$

$$\forall \delta \chi , \delta \chi . \quad \text{(17)}$$

Evaluation of the stationarity condition with respect to $\chi$ results for fixed stresses in the evolution equation

$$0 = -p + \eta \dot{\chi} + \gamma + \lambda g'$$

with the thermodynamic driving force $p := -\partial G/\partial \chi$. In contrast to classical approaches to topology optimization, see e.g. [3, 8, 43], the update of the design variable is described in terms of an ODE, referred to as evolution equation in the context of material modeling. A comparable structure results when approaches for dynamical systems are applied [27, 28].

The evolution equation (18) can be compared to growth modeling, cf. [30, 46]. However, a major difference is that nonlinear interpolation functions $f(\chi)$ are used for topology optimization, which results in a nonconvex Helmholtz free energy $\Psi$. A first numerical example is given in Fig. 1, cf. [23]. The nonconvex Helmholtz free energy results in a “black/white” solution, i.e. no large “gray” areas with $\chi \in [0, 1]$ are present. However, the evaluation of a nonconvex and unregularized energy results in severe numerical issues in a finite-element implementation: void and full material fluctuate periodically. This phenomenon is widely known: in the context of damage modeling, the localization results in undesired mesh-dependencies, see e.g. [10], whereas the periodicity in topology optimization is referred to as the checkerboard phenomenon [44]. Consequently, an appropriate regularization is required.
Regularization

Classically, filters are used for regularization and to thus suppress the checkerboarding, cf. [44, 47]. However, instead of using (heuristic) filter techniques, it is also possible to apply regularization schemes from material modeling, which render the problem well-posed. For instance, gradient enhancement known from damage modeling [9] or localized phase transformations [21] can be employed. To this end, the Helmholtz free energy in Eq. (12) is expanded by terms for regularization, viz.

$$\Psi = \Psi_m + \Psi_r = \frac{1}{2} \sigma : [f(\chi)E]^{-1} : \sigma + \frac{1}{2} c_1 (\varphi - \chi)^2 + \frac{1}{2} c_2 |\nabla \varphi|^2 ,$$

with some parameters $c_1$ and $c_2$. The Hamilton principle then reads

$$\delta \mathcal{G} + \int_{\Omega} \partial_x \delta \chi \, dV + \int_{\Omega} \gamma \delta \chi \, dV$$

$$+ \lambda \int_{\Omega} g'(\chi) \delta \chi \, dV = 0 \ \forall \delta \mathbf{u}, \ \delta \varphi, \ \delta \chi .$$

The respective variations $\delta \mathbf{u}$, $\delta \varphi$, and $\delta \chi$ can be chosen arbitrarily. Thus, the stationarity conditions are evaluated separately, yielding

$$\int_{\Omega} \partial_{\delta \varepsilon} : \delta \varepsilon \, dV - \int_{\Omega} f \cdot \delta \mathbf{u} \, dV$$

$$- \int_{\partial \Omega} t \cdot \delta \mathbf{u} \, dA = 0 \ \forall \delta \mathbf{u} \quad (21)$$

$$\int_{\Omega} c_1 (\varphi - \chi) \delta \varphi \, dV + \int_{\Omega} c_2 \nabla \varphi \cdot \nabla \delta \varphi \, dV = 0 \ \forall \delta \varphi \quad (22)$$

$$-p_m + \eta \chi + \gamma + \lambda - c_1 (\varphi - \chi) = 0 \quad (23)$$

with $p_m := -\partial \Psi_m / \partial \chi$. The first equation is nothing else but the weak form of the balance of linear momentum with $\partial \Psi / \partial \varepsilon \equiv \sigma$. The gradient enhancement regularizes the evolution of the design variable via the last term $c_1 (\varphi - \chi)$ in Eq. (23). Equations (21) and (22) can be solved using the finite-element method, which transforms them into a system of algebraic equations with the nodal unknowns $\mathbf{u}$ and $\varphi$. For a complete derivation and details of the numerical treatment, we refer to the original work in [22]. As can be seen in Fig. 2, the gradient enhancement successfully suppresses checkerboarding. However, the increased number of nodal unknowns drastically increases the numerical effort. Consequently, improved regularization strategies are appreciated.

To circumvent the problem of an ill-posed problem as well as the increased computational costs, the results for the unregularized model are investigated. Due to the evaluation of the evolution equation at the integration (=Gauß) points, the checkerboard takes place intra-elementarily, cf. Fig. 1. Thus, a numerically advantageous approach for regularization has been proposed in [23]. Here, the gradient is penalized directly, such that the Helmholtz free energy reads

$$\Psi = \Psi_m + \Psi_r = \frac{1}{2} \sigma : [f(\chi)E]^{-1} : \sigma + \frac{1}{2} |\nabla \chi|^2 . \quad (24)$$

Consequently, the Hamilton principle requires evaluation of the stationarity conditions with respect to the displacements and the design variable. The stationarity with respect to the displacement again yields the balance of linear momentum, as given in Eq. (21). However, the stationarity con-
dition for the design variable yields
\[
\begin{aligned}
\int_\Omega (-p_m + \eta \dot{\chi} + \gamma + \lambda) \, \delta \chi \, dV \\
+ \int_\Omega \beta \nabla \chi \cdot \nabla \delta \chi \, dV &= 0 \quad \forall \delta \chi ,
\end{aligned}
\]
which can be solved in various ways. One possibility was proposed in [23] that makes use of a discontinuous Galerkin method, i.e. the shape functions for \( \chi \) are defined as
\[
N_\chi(\xi_1, \xi_2, \xi_3) \in \left\{ \frac{3\sqrt{3}}{8} \left( \frac{1}{\sqrt{3}} \pm \xi_1 \right) \left( \frac{1}{\sqrt{3}} \pm \xi_2 \right) \left( \frac{1}{\sqrt{3}} \pm \xi_3 \right) \right\} ,
\]
with the natural coordinates \( \xi_i \). The special property of these shape functions is
\[
(N_\chi(\xi))_i = \begin{cases} 1 & : \xi = \xi_{\text{GP},j} \land j = i \\ 0 & : \xi = \xi_{\text{GP},j} \land j \neq i \end{cases} \quad \text{(26)}
\]
with the usual Gauß points \( \xi_{\text{GP},j} \in \{(\pm1, \pm1, \pm1)/\sqrt{3}\} \), \( j \in \{1, 8\} \). Using these discontinuous shape functions and employing an explicit Euler scheme for the time integration reduces the integral equation Eq. (25) to a usual material point law, reading
\[
0 = -p_m + \eta \frac{\chi_{n+1} - \chi_n}{\Delta t} + \gamma + \lambda + \overline{\Delta \chi}_i ,
\]
with the intra-element gradient term
\[
\overline{\Delta \chi}_i := \frac{1}{\text{det}(J_e)} \left( \int_{\Omega_e} \beta \left( \nabla N_\chi \right)^T \cdot \nabla N_\chi \cdot \chi \right) ,
\]
The index \( i \) refers to the \( i \)-th component of the resultant vector, \( \Omega_e \) indicates the respective element volume, and \( \chi \) the nodal vector of the design variable \( \chi \) in the finite element \( e \). Due to this element-wise evaluation, the displacements remain the only nodal unknowns to be calculated in a monolithic manner. This procedure offers a shorter computation time by one order of magnitude as compared to the model in Eqs. (21) to (23). The discontinuous Galerkin approach is able to compute very complex construction parts, see Fig. 3. However, the intra-element penalization of the gradient of the design variable turns out to be insufficient for more sophisticated problems, e.g. when complex material nonlinearities are to be investigated. Hence, a modified approach that makes use of strategies known for meshless methods, cf. \cite{1, 41}, was introduced in \cite{17}, which reduces the numerical effort even more and provides direct control over the minimum structure member size, i.e. the minimum diameter of trusses within the structure. The fundamental idea is to work with the strong form of Eq. (25) reading
\[
- p_m + \eta \dot{\chi} + \gamma + \lambda + \beta \nabla^2 \chi = 0 \quad \forall x \in \Omega \quad \text{(30)}
\]
and to employ an efficient computation of the Laplacean, referred to as the neighbor-element method. To this end, we first apply an element-wise discretization of the design variable, i.e. all Gauß points in the same finite element operate with the same value for \( \chi \). We then employ a Taylor series expansion of \( \chi \) around a central element yielding
\[
\Delta \chi_j := \chi_j - \chi_c \approx \sum_{k=1}^3 \left( \frac{\partial \chi_c}{\partial x_k} \Delta x_{j,k} + \frac{1}{2} \sum_{p=1}^3 \frac{\partial^2 \chi_c}{\partial x_k \partial x_p} \Delta x_{j,k} \Delta x_{j,p} \right) ,
\]
where \( \chi_c \) denotes the design variable at the central element. The neighborhood around the central element is defined by \( j \in \{n, s, e, w, f, b, a, p, q\} \) with elements in the north, south, east, west, front and back directions. Three additional elements \( a, p, q \) are selected such that each of them lies in one of the \( n/s/e/w, n/s/f/b, \) and \( e/w/f/b \) “planes”, see Fig. 4. The spatial distances between the mid points of the nine elements in the three directions \( k \in \{1, 2, 3\} \), i.e. \( \Delta x_{j,k} \), are given by the finite-element discretization and are fixed during the entire computation. Equation (32) can be written in tensorial form as
\[
\Delta \chi_c = D \cdot \partial \chi_c .
\]
The values of \( \chi \) at each element is known, so are the differences between the values at the central element and those in its neighborhood. These differences are collected for each element in the vector \( \Delta \chi_c \). The known
Figure 3: Result for a wheel bearing using the discontinuous Galerkin approach. The centered cylindrical hole is a constraint that can be easily accounted for by defining it not to be included in the design space $\Omega$. Consequently, it is not discretized by the finite-element mesh. All other holes result from the thermodynamic topology optimization.

Figure 4: Centered element including its neighborhood for structured (left) and unstructured (right) meshes. The different $n/s/e/w$, $n/s/f/b$, and $e/w/f/b$ “planes” are indicated in red, green, and blue, respectively.
spatial distances are collected in the coefficient matrix $D$

$$D_{j,1} = \Delta x_{j,1}$$
$$D_{j,2} = \Delta x_{j,2}$$
$$D_{j,3} = \Delta x_{j,3}$$
$$D_{j,4} = \Delta x_{j,1}\Delta x_{j,2}$$
$$D_{j,5} = \Delta x_{j,1}\Delta x_{j,3}$$
$$D_{j,6} = \Delta x_{j,2}\Delta x_{j,3}$$
$$D_{j,7} = \frac{(\Delta x_{j,1})^2}{2}$$
$$D_{j,8} = \frac{(\Delta x_{j,2})^2}{2}$$
$$D_{j,9} = \frac{(\Delta x_{j,3})^2}{2}. \quad (34)$$

The partial derivatives are stored in the vector $\partial \chi_c$

$$\partial \chi_c = \left( \frac{\partial \chi_c}{\partial x_1}, \frac{\partial \chi_c}{\partial x_2}, \frac{\partial \chi_c}{\partial x_3} \right). \quad (35)$$

These spatial derivatives are the unknowns in Eq. (33) and can be computed directly by

$$\partial \chi_c = D^{-1} \cdot \Delta \chi_c. \quad (36)$$

Defining the operator matrix $B^{\nabla^2}$ by

$$B_{i,j}^{\nabla^2} := D_{i+6,j}^{-1}, \quad i \in \{1, 2, 3\}, \quad j \in \{1, \ldots, 9\}, \quad (37)$$

allows us to estimate only the requested unmixed second derivatives collected in a vector by

$$B^{\nabla^2} \cdot \Delta \chi_c = \frac{\partial^2 \chi_c}{\partial x_l^2} e_l, \quad l \in \{1, 2, 3\}. \quad (38)$$

The required Laplace operator for each element $c$ is then given by

$$(\Lambda \chi)_c = \sum_{l=1}^{3} \left( B^{\nabla^2} \cdot \Delta \chi_c \right)_l. \quad (39)$$

To summarize, the spatial distances are given by the fixed finite-element mesh, implying that $D$ is constant during the entire process of topology optimization. Thus, we can compute the inverse of $D$ and consequently $B^{\nabla^2}$ once in advance for each finite-element mesh. Multiplication of $B^{\nabla^2}$ with the (evolving) spatial differences of the design variables yields the vector of unmixed second derivatives that is needed to compute the Laplace operator by simple addition of all three entries. The choice of the additional elements $o, p, q$ being “in plane” with the other elements ensures that $D$ is regular for the vast majority of unstructured finite-element meshes. This procedure is not only very fast, but also very accurate, as can be seen from Figs. 5 and 6. For more details, we refer to the original publication [17].

Material nonlinearities

Optimization of material anisotropy

The presented approach to thermodynamic topology optimization is prone to expansion by material nonlinearities: the required additional evolution equations can be derived from the very same principle such that all coupling terms appear automatically. Furthermore, the description of topology optimization by means of evolution equations enables a simultaneous evaluation of the evolution equations that describe the material behavior. Here, we present two examples. We start with the optimization of anisotropic materials, originally published in [19], in which we simultaneously optimize the topology as well as the local material orientation. The second example investigates a tension/compression-sensitive material [11], e.g. reinforced concrete.

A feasible description of an evolving material anisotropy, which may be interpreted as an evolving orientation distribution function, is given by the approach in [20]. The anisotropic stiffness matrix is rotated by means of rotation matrices. In this case, it turns out to be beneficial to use the notation of Mehrabadi-Cowin [32], which is indicated by the subscript $(\cdot)_b$. The Helmholtz free energy is then formulated as

$$\Psi_{m}^{\text{aniso}} = \frac{1}{2} \sigma_6 \cdot \left[ f(\chi) Q_b^T(\alpha) \cdot E_b \cdot Q_b(\alpha) \right]^{-1} \sigma_6 \quad (40)$$

whereas the energy for regularization $\Psi_t$ is taken as in Eq. (24) and $\Psi = \Psi_{m}^{\text{aniso}} + \Psi_t$. The rotation matrices are parameterized by Euler angles $\alpha = (\varphi(x), \nu(x), \omega(x))$. Other parameterizations are also possible, e.g. Rodrigues parameters or Quaternions, which, however, do not provide additional benefit at increased mathematical/numerical complexity [45].

The dissipation function is chosen as

$$\Delta = \frac{1}{2} \eta \chi^2 + \frac{1}{2} \left[ \frac{1}{1 - \cos^2 \nu} \left| \bar{Q} \cdot Q^{-1} \right| \right]^2$$
$$= \frac{1}{2} \eta \chi^2 + \frac{1}{2} \left[ \frac{1}{1 - \cos^2 \nu} (\varphi^2 + \nu^2 + \omega^2 + 2 \varphi \omega \cos \nu) \right], \quad (41)$$

where $|\bar{Q} \cdot Q^{-1}|^2$ instead of $|\alpha|^2$ ensures objectivity. Inserting $\Psi_m$ according to Eq. (40) together with the regularization part $\Psi_t$ in Eq. (24) and $\Delta$ according to Eq. (41) into the Hamilton principle yields

$$\delta \Psi + \int_{\Omega} \left( \frac{\partial \Delta}{\partial \chi} \delta \chi + \frac{\partial \Delta}{\partial \alpha} \cdot \delta \alpha \right) \, dV$$
$$+ \int_{\Omega} \gamma \delta \chi \, dV + \lambda \int_{\Omega} g^f(\chi) \delta \chi \, dV = 0$$
$$\forall \delta \alpha, \delta \chi, \delta \alpha. \quad (42)$$

Evaluation of the stationarity condi-
Figure 5: Result for a 2D example using the neighbored-element method for computation of the Laplace operator. The results coincide for the left- and the right-hand sides, even though a structured and an unstructured mesh are used in the very same finite-element simulation. The bottommost picture shows the isosurface representation obtained via graphical post-processing.

Figure 6: Result for a 3D example using the neighbored-element method for computation of the Laplace operator. Both a structured and an unstructured mesh are used. The isosurface related to the design variable is visualized.
tions gives for the design variable
\[-p_m^{\text{aniso}} + \eta \chi + \lambda + \gamma - \beta \nabla^2 \chi = 0 \quad \forall x \in \Omega \quad (43)\]

\[\beta \nabla \chi \cdot \mathbf{n} = 0 \quad \forall x \in \partial \Omega, \quad (44)\]

with \(p_m^{\text{aniso}} = -\partial \Psi_m^{\text{aniso}} / \partial \chi\) and for the Euler angles (after a small rearrangement)

\[\hat{\alpha} = \left( \frac{\phi}{\nu} \right) = \left( \begin{array}{c} \phi \\ \nu \end{array} \right) \]

\[= \frac{1}{\sqrt{2|\sigma|^2}} \begin{pmatrix} p_\phi - p_\omega \cos \nu \\ p_\nu (1 - \cos^2 \nu) \\ p_\omega - p_\nu \cos \nu \end{pmatrix} \quad (45)\]

with the driving forces for the Euler angles \(p_\phi = -\partial \Psi_m^{\text{aniso}} / \partial \phi\), \(p_\nu = -\partial \Psi_m^{\text{aniso}} / \partial \nu\), and \(p_\omega = -\partial \Psi_m^{\text{aniso}} / \partial \omega\). Since the driving forces are derived from the same potential \(\Psi_m^{\text{aniso}}\), the evolution of the topology, indicated by \(\chi\), and the evolution of the material orientation, parameterized by \(\alpha\), are coupled. For the Laplace operator in Eq. (43), the neighbored-element method as presented in the preceding section is applied. A numerical example is shown in Fig. 7. More details can be found in [19].

**Optimization of multi-material systems**

A tension/compression enhancement to topology optimization is presented in [11]. To this end, the stress is decomposed into tension \(\sigma_+\) and compression \(\sigma_-\) parts via

\[\sigma_+ = \sum_{i=1}^{3} \sigma_i e_i e_i \quad \forall \sigma_i \geq 0, \quad \sigma_- = \sigma - \sigma_+, \quad (46)\]

with the principal stresses \(\sigma_i\), which equal the eigenvalues of \(\sigma\). Inserting the stress decomposition into the Helmholtz free energy yields

\[\Psi_0 = \frac{1}{2} \sigma_+ : E^{-1} : \sigma_+ = \Psi_+ \]

\[+ \frac{1}{2} \sigma_- : E^{-1} : \sigma_- = \Psi_- \quad (47)\]

We then define the local measures for local tension- or compression-dominated load states as

\[R_- := \frac{\Psi_-}{\Psi_0}, \quad R_+ := \frac{\Psi_+ + \Psi_-}{\Psi_0} \quad \Rightarrow \quad R_- + R_+ = 1. \quad (48)\]

For the Helmholtz free energy used for thermodynamic topology optimization, we employ

\[\Psi^{1/c} = \frac{1}{2} \sigma : [f(\chi)E(\zeta)]^{-1} : \sigma \quad (49)\]

with the same approach for the regularizing part of the energy \(\Psi_r\), as given in Eq. (24). For the tension/compression enhancement, we introduce the variable \(\zeta \in [0, 1]\), which is an additional internal variable that indicates the tension-affine material (\(\zeta = 0\), e.g. steel) and the compression-affine material (\(\zeta = 1\), e.g. concrete). The tension/compression enhancement is an economical goal: the trivial physical answer would be to use the material with higher stiffness, e.g. steel, everywhere. Since steel is more expansive than concrete, steel shall only be used where it is unavoidable, i.e. in tension-dominated regions. We consequently introduce the penalization functional \(P\) as

\[P = \int_{\Omega} \left[ \zeta R_+ + (1 - \zeta) R_- \right] dV, \quad (50)\]

which penalizes a tension-affine material for a compression-dominated stress state and vice versa. Accordingly, an appropriate choice for the effective, homogenized elasticity tensor has been made. One possible choice is a Reuss bound in \(\zeta\), yielding

\[E(\zeta) = [\zeta E^{-1}_+ + (1 - \zeta) E^{-1}_+]^{-1}. \quad (51)\]

The dissipation function is chosen as

\[\Delta = \Delta_\chi + \Delta_\zeta = \frac{1}{2} \eta \dot{\chi}^2 + \frac{1}{2} \mu \dot{\zeta}^2, \quad (52)\]

with the viscosity \(\mu\) for the phase variable. For the inclusion of the constraints for \(\zeta\), a Kuhn-Tucker parameter is introduced similarly to the constraint for \(\chi\) in Eq. (14) as

\[\kappa = \begin{cases} \tilde{\kappa} : \zeta > 0 \land \zeta = 1 \\
\tilde{-\kappa} : \zeta < 0 \land \zeta = 0 \\
0 \quad \text{else} \end{cases} \quad (53)\]

and

\[C_\zeta := \int_{\Omega} \kappa \zeta \ dV. \quad (54)\]

The Hamilton principle is then formulated as

\[\delta G + \int_{\Omega} \frac{\partial \Delta_\chi}{\partial \chi} \delta \chi \ dV + \delta C_\chi = 0 \quad \forall \delta u, \chi \quad (55)\]

\[\delta P + \int_{\Omega} \frac{\partial \Delta_\zeta}{\partial \zeta} \delta \zeta \ dV + \delta C_\zeta = 0 \quad \forall \delta \zeta \quad (56)\]

to decouple the balance of linear momentum from the phase evolution. Again, the motivation is that otherwise the physical but uneconomical solution of a purely stiff material would be realized.

Evaluation of the stationarity conditions again yield for \(\delta u\) the balance of linear momentum in its weak form and for \(\delta \chi\) and \(\delta \zeta\) the evolution equations and boundary condition

\[-p_m^{1/c} + \eta \dot{\chi} + \lambda + \gamma - \beta \nabla^2 \chi = 0 \quad \forall x \in \Omega \quad (57)\]

\[\beta \nabla \chi \cdot \mathbf{n} = 0 \quad \forall x \in \partial \Omega \quad (58)\]

\[R_+ - R_- + \mu \dot{\zeta} + \kappa = 0, \quad (59)\]
Figure 7: Result for a 3D example of simultaneous thermodynamic topology and material orientation optimization (the boundary value problem is depicted in Fig. 8). Left: result for an isotropic material as a reference solution; right: anisotropic material. The black lines represent the optimal material orientation, e.g. fiber orientation. Obviously, there are significant differences in the optimal structure for the isotropic reference material and the anisotropic material.

Figure 8: Results for two different boundary value problems using the thermodynamic topology including tension/compression anisotropy. Blue indicates the tension phase (steel) and yellow the compression phase (concrete). Again, there are large deviations as compared to the single-phase material, cf. left-hand side of Fig. 7.
where Eq. (59) can be reformulated to

\[ 2R_\omega - 1 + \mu \dot{\zeta} + \kappa = 0. \]  

(60)

This equation is solved simultaneously to Eq. (57) using an explicit Euler scheme, for which the neighbored-element method is again employed. A numerical example for thermodynamic topology optimization that includes tension/compression anisotropy is presented in Fig. 8.

Conclusions

We showed that thermodynamic extremal principles are also able to yield reasonable results for the problem of topology optimization. To this end, we started with a brief overview of variational principles that are well-known and widely used in material modeling. Motivated by an “inversion of damage models”, we used the very same principles to derive the fundamentals of thermodynamic topology optimization. The distribution of mass, which forms the topology of the construction part, is herein described in terms of evolution equations. A nonconvex Helmholtz free energy yields distinct black/white, i.e. solid and void material distributions. As in localization phenomena for damage models, here also numerical issues arise that can be successfully treated by regularization approaches. We presented three different approaches: (i) enhancement by a field function with a penalized gradient and direct penalization of the gradient, which can be numerically treated by (ii) application of a discontinuous Galerkin method or (iii) the neighbored-element method. In the last section, we discussed the inclusion of material nonlinearities into topology optimization. The additional evolution equations can be derived in a straightforward manner from the very same thermodynamic principles as those employed for the mass distribution. Several numerical results highlight the functionality of the thermodynamic topology optimization. Furthermore, the successful application of thermodynamic extremal principles to topology optimization also allows us to reinterpret material models as update schemes for related optimization problems.
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Abstract

Complex, non-linear path-dependent and transient response of engineering structures can today be numerically modeled with good accuracy. For linear systems, this modeling has successfully been combined with computational design optimization for many years. The combination of non-linear modeling and numerical design optimization is far less established. In the present paper we discuss some recent steps taken to close the gap between the use of linear and non-linear modeling with numerical optimization. Examples with non-linear elasticity, finite strain plasticity and dynamic modeling combined with topology optimization are discussed.

Introduction

Since the work by Bendsoe and Kikuchi (1989) there has been a tremendous development of numerical methods tailored for the optimal topology design of materials and structures. Topology optimization has been applied problems at the structural scale to design bridges as well as the microscale to design composite microstructures with exotic effective properties such negative Poisson’s ratio and negative thermal expansion. The method has primarily been applied to elastic structural problems but it has also been used to design structures for optimal for thermal, fluid and wave propagation responses. Non-gradient based optimization algorithms exist to solve these problems, however they are not practical due to their large computational cost. As such nonlinear programming algorithms that rely on gradient information are dominating. That said, the number of design variables in topology optimization is very large so the direct computation of the gradients, by e.g. the forward differences, is also prohibitively costly. To overcome this hurdle, the adjoint approach for calculating the gradients, i.e. the sensitivities, is generally employed. The adjoint approach requires the solution of an adjoint field for each objective and constraint function in addition to the primal response, e.g. the displacement field. However the adjoint responses are governed by linear systems as opposed to the primal response that is governed by nonlinear systems. Once the adjoint responses are obtained, the sensitivities of the cost and constraint functions are obtained with respect to any number of design variables with an insignificant amount of computation.

Because the optimization problem is nonlinear, gradient-based nonlinear programming algorithms solve them iteratively. In each iteration the design is evaluated by solving the state problem, i.e. the equations of motion or equilibrium equations for quasi-static conditions and evaluating the objective and constraints functions. Next the adjoint problems are solved and the sensitivities of the objective and constraint functions with respect to the design variables are evaluated. Based on the gradient information, a convex approximation of the design space is established via e.g the Method of Moving Asymptotes (MMA) (Svanberg 1987). Since the MMA approximation is both convex and separable, the approximative subproblem can be efficiently solved for the next design iteration using a dual formulation. Iterations are repeated until the design changes between successive iterations are small. Even though the subproblem is convex, optimization problems are rarely convex and consequently multiple local minima are expected. The engineering approach to reduce the influence of multiple local minima is to run the problem for a number of initial conditions and thereby increase the likelihood of finding the global optimum.

For structures operating in the linear regime, the numerical design optimization procedure described above has successfully been used to generate optimal designs. Simple optimization objectives related to stiffness and eigen-frequency for linear elastic structures can be accommodated with commercial software packages that are used on daily basis in industry. Numerical models that can predict the non-linear and irreversible response of structures are also well established, however the link that connects these models to optimization schemes is lacking.

Topology optimization problem

Topology optimization is aimed towards finding the optimal layout of material within a given design domain that minimizes (or maximizes) the objective function and satisfies given constraints. The structure is discretized using finite elements and
each element in the design domain is assigned a binary valued scalar design variable $z_i$, which defines if the element is filled $z_i = 1$ or void $z_i = 0$. To enable gradient based methods, the problem is regularized such that the binary valued design variables are replaced by real valued variables that take on $z_i$ value in the interval $[0, 1]$, where again the element is filled if $z_i = 1$ or void if $z_i = 0$, otherwise it is partially filled. To model the material stiffness of partially filled elements and to limit the regions with partially filled elements, i.e. gray regions, the Solid Isotropic Material with Penalization (SIMP) scheme (Bendsøe (1989)) is frequently employed, i.e.,

$$E_i = z_i^p E_0$$

where $E_i$ and $E_0$ represent the Youngs modulus for the partially filled and full elements, respectively. The exponent $p$ typically is chosen as 3 and it is introduced to penalize the gray interface regions. A common alternative to the SIMP interpolation is the RAMP (Stolpe and Svanberg (2001)) scheme, which we opt to use. It is well-known that this regularized/penalized approach results in an ill-posed optimization problem that is characterized by mesh dependent and checker-board designs. To generate a well-posed problem a minimum length scale on the design field chatter is imposed, e.g. by filtering the design variables using e.g. via a convolution filter (Bruns and Tortorelli (2001)) or a PDE filter cf. Lazarov and Sigmund (2011). The density based filter approach can be summarized in that the design variable $z_i$ for the stiffness computation is replaced by the filtered variable $\rho_i$ defined as

$$\rho_i = \int_{B_{r}(x_i)} w(x_i - y) z(y) \, \mathrm{d}v$$

where $B_{r}(x_i)$ is the area over which we average, $w$ the kernel function and $x_i$ is the centroid of element $i$.

**Application examples**

To demonstrate the possibility to include complex non-linear response in topology optimization, a number of examples are shown below. For linear systems, the optimal design is independent of the load path. When structures are optimized under non-linear elastic response, the optimal design depends on the load level. Likewise, for transient and elastoplastic response the optimal design depends not only on the final load level, but also on the load trajectory.

Most of the computational time spent in a design update is due to the solution of the state problem. For transient and path-dependent problems, the state problem needs to be solved over the entire load history. For nonlinear elastic systems, the state from the previous design can be used as a predictor for the current simulation to hasten the solution process. The cost for the sensitivity analysis can also be significant for transient and path-dependent problems since the stiffness matrices from all time steps are required for the sensitivity analysis. For small and moderate size problems, the stiffness matrices required in the sensitivity analysis can be stored and reused, otherwise they need to be recalculated.

**Stiffness optimization of non-linear structures**

A common objective of small strain and linear elastic topology optimization is structural stiffness maximization subject to a constraint on the structural mass. For linear elastic systems this objective can be defined via the scalar product of the applied load and the discretized displacement field. This objective has the advantage that the adjoint and primal states are equal which simplifies the sensitivity computations.

The generalization of linear elastic stiffness objective function to non-linear systems is not unique. Obviously the definition of stiffness plays an important role for the optimized design. To illustrate the difference between possible stiffness definitions, consider Fig. 1 where the response of a non-linear structure is depicted by the solid line. The commonly used secant stiffness (dashed line) is, for a fixed load level, equivalent to displacement minimization. Alternatively, the tangent stiffness (dotted line) indicates the incremental stiffness about the current load level to a differential load increment; it is used to determine a structures susceptibility to buckling and bifurcation. From this observation we note that a structure that is deemed stiff via a large secant stiffness might, in fact, be at the risk of immediate collapse due to a zero tangent stiffness. For this reason we optimize the tangent stiffness objective.

![Figure 1: Illustration of secant and end-tangent stiffness definitions.](image-url)

The available research on finite strain topology optimization is primarily based on Saint-Venants elastic material model, i.e. a linear relation between second Piola stress and the Green-Lagrange strain is assumed. This model is adequate for large displacement and small strain situations, however it performs poorly if large strain is encountered, we therefore use a neo-Hookean material model. This choice increases the complexity of the sensitivity analysis,
Figure 2: Optimal design of a cantilever beam using secant and end-tangent stiffness definitions.

Figure 3: Optimal design of a double clamped beam using secant and end-tangent stiffness definitions.

Figure 4: Illustration of the reversed procedure used to calculate the sensitivity for path-dependent problems.
however, as shown in Wallin et al. (2018) standard finite element routines can be used to form the sensitivity.

Topology optimization creates void, or nearly void regions in the structure and this leads to convergence problems of the primal analysis as the elements in these undergo large deformation which cause the finite elements to invert. One remedy to this problem is to remove and reintroduce elements in these regions as proposed by Bruns and Tortorelli (2003). An alternative uses a transition function such that the void regions are modeled by linear elasticity and the solid regions by the intended nonlinear material models, cf. Wang et al. (2014). The latter approach is used herein.

Kemmler et al. (2005) investigated different stiffness objectives in conjunction with stability. Their formulation was restricted to moderate strain due to their use of the Saint-Venant material model. To show the influence of large deformations we present designs were we consider the secant and tangent stiffness objectives, cf. Wallin et al. (2018). We use well-known structures to illustrate the design differences. First, the cantilever beam shown in Fig. 2a is optimized using the secant and the end-tangent stiffness definitions.

Fig. 2b, shows the secant stiffness design. In contrast to structures optimized for linear elasticity, we observe that the optimal design adapts to the applied load and that the void regions are highly distorted. For the tangent stiffness objective the beam would rotate 90 degrees clockwise to align with the load direction and thereby creating a pure tensile state. The extremely large deformations experienced by this design prevents us from simulating the state problem. So to illustrate the effect of the tangent stiffness objective, we introduce a constraint on the motion of the point (P) where the load is applied. The constraint is formulated such that the point (P) is restricted to not move left of the dashed line which is located 30% of the beam length from the beams right end. Using the tangent stiffness objective together with this constraint renders a structure with a hinge-like topology, i.e. a short beam with an appended bar, cf. Fig. 2c. In Fig. 2d the responses of the designs in Fig. 2b and Fig. 2c are shown where it is seen that the tangent stiffness is higher for the design in Fig. 2c whereas the tip deflection is less for the design in Fig. 2b.

In a second example a double clamped beam subjected to the top center vertical point load P is optimized using the secant and tangent stiffness objectives. We impose design symmetry with respect to reflections about the center vertical axis so there is no need to limit the horizontal displacement of the load point. If this symmetry is not enforced the tangent objective will produce a design that detaches from one of the supports to generate a tensile state as discussed in the cantilever beam example. Again, two very different designs are obtained. The structure optimized for secant stiffness (Fig. 3b) is less deformed compared to the structure optimized for tangent stiffness (Fig. 3c). As expected the design optimized for tangent stiffness shows a steeper terminal slope as shown in Fig. 3d whereas the design optimized for secant stiffness deforms less. From these examples we conclude that the generalization of linear elastic stiffness optimization to the nonlinear regime is not trivial because the choice of objective greatly influences the optimized design.

Optimal design of energy absorbing structures

Path-dependent material response in combination with topology optimization is rare and the research that addresses this response has thus been limited to small strains, cf. e.g. Maute et al. (1998) and Pedersen (2004). Small strain formulations are of lesser relevance for energy mitigating structural and material designs as they are intended to experience large strains. Additionally, the energy mitigation occurs at elevated strain rates, and hence viscoplasticity and inertial must be considered in their design.

The path-dependence of plastically deforming materials requires the load history to be considered during both the primal and adjoint solutions. In secant stiffness based optimization one adjoint problem needs to be solved in addition to the primal problem, whereas two adjoint problems must be solved in the tangent stiffness based optimization. For the path-dependent problems the sensitivity analysis is much more challenging since adjoint fields for each time step are required as well as adjoint variables associated with the constitutive laws in each integration point are needed. For transient problems, adjoints for the velocity and acceleration fields are also introduced. The adjoint approach for the transient visco-plastic problem becomes a terminal value problem, i.e. first the primal visco-plastic problem is solved and then based on the primal solution we calculate the sensitivity, cf. Fig. 4. A general description of adjoint sensitivity of transient elasto-plastic problems can be found in Michaleris et al. (1994).

Recently, we extended the topology optimization framework to accommodate designs which experience
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Figure 5: Double clamped beam optimized for maximum energy absorption using rate-independent plasticity under quasi-static conditions.

Figure 6: Double clamped beam optimized for maximum visco-plastic energy absorption. The designs are obtained for a) high loading rate to d) nearly quasi-static loading rates.

Figure 7: Boundary conditions for a plate optimized to guide an incoming wave into a target area

Figure 8: Macro and micro optimized design for guidance of an incoming pressure wave to a target area.
large elastic and plastic strains, cf. Wallin et al. (2016). The primal solution for the elasto-plastic response is obtained by using conventional numerical procedures, i.e. finite element discretization in space, backward-Euler time integration of the constitutive laws and Newton-Raphson iterations. The template constitutive model that we considered is an isothermal, isotropic hardening plasticity model, cf. Simo and Miehe (1992).

In Fig. 5a double clamped beam is optimized for maximum plastic energy absorption defined as

$$W^p = \int_0^T \int_V \dot{\varepsilon}^p \, dv \, dt$$

where $\dot{\varepsilon}^p$ is the rate of the specific plastic work, $T$ is the terminal time and $V$ is volume of design domain. A constraint on the structural volume is also imposed. In Fig. 5b the symmetric part of the optimal material layout is shown in the deformed configuration whereas the specific plastic work appears in Fig. 5c.

Since energy mitigation is associated with high impact velocities, we also consider dynamic visco-plastic response for the design of energy mitigating structures, cf. Ivarsson et al. (2018). The simple double clamped beam shown in Fig. 5a is again designed to maximize visco-plastic work subject to a mass constraint. But here we consider load rates ranging from slow (quasi-static) to very fast. For the highest load rates the optimal design is not attached to the supporting wall as no forces will be transferred to the supports over the small load duration. As the load rate decreases more and more connections to the supporting wall is made. The design obtained for the lowest, nearly quasi-static, load rate coincides with the quasi static elasto-plastic results presented in Wallin et al. (2016).

Nonlinear dynamic topology optimization is not restricted to design of macro-structures. In Nakshatrala and Tortorelli (2016), a multi-scale optimization scheme was used to design nonlinear elastic energy mitigating structures. At the microlevel, the material is modeled as nonlinear neo Hookean while the macroscopic material response is obtained from homogenization of the microstructural response. The procedure is applied to the boundary value problem in shown in Fig. 7. The plate is subjected to a uniform triangular pulse at the upper part of the boundary as shown in Fig. 7.

The goal of the optimization is to maximize the total potential plus kinetic energy to the target red square at the plates bottom center region. Fig. 8 illustrates the optimized macro and some of the microstructural designs. The colors indicate the macro and micro scale volume fraction ranging from pure stiff red material to pure compliant blue material. Not surprisingly the optimal microstructure is highly heterogeneous and hence the optimal design is impossible to predict based on engineering intuition alone.

Conclusions

The vast majority of the research and applications of topology optimization
assume linear elastic response. In this paper we have, through several examples, showed that it is possible to incorporate complex material response and dynamics in conventional topology optimization. The generalization to nonlinear dynamic response requires more thought about the objective functions and loadings, and in particular the loading rate.
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Summary

Nowadays, many structures and mechanical components with practical relevance are built from so-called high performance materials. These materials are often classified as homogeneous on the component level (macroscale) but they consist of diverse heterogeneities on the material level (microscale). The modelling and analysis of such complex structures is practised for example in material science, automotive and aerospace industries. Especially methods for numerical homogenisation and so-called FE² techniques are suitable for investigations of the physical behaviour on different length scales. Consequently, multiscale analysis (MSA) can be enhanced by methods for multiscale structural optimisation (MSO) to automatically determine improved macro- and microscale layouts.
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Introduction

Throughout this paper, we assume that the reader is familiar with the central concepts of continuum mechanics and the finite element method on the one hand and the notation of structural optimisation and nonlinear programming on the other hand.

Computational efficient structural optimisation for nonlinear mechanical problems is demanding. To achieve this goal, numerous research areas are involved. For example, improved modelling of optimisation problems and sophisticated nonlinear programming algorithms are discussed in literature, to name a few. The availability of all gradients of objective and constraint functions with respect to all design parameters characterises the last-mentioned methods.

Roughly, four different approaches to design sensitivity analysis can be identified, which are linked to the steps of the development process.

• Continuous variations are derived for sufficiently smooth functions.
• Analytical derivatives are obtained for discrete quantities.
• Automatic differentiation generates code for the derivatives.
• Numerical differentiation is based on the executable software.

All approaches lead to the same numerical value (up to a manageable small perturbation) of the gradients desired by the chosen nonlinear programming method. But the computational efficiency as well as the amount of insight differ significantly between these approaches.

Our research is focused on theory and computation of variational design sensitivity analysis (VDSA) and the interpretation of obtained sensitivities. Lewin’s saying There is nothing so practical as a good theory [9] characterises our approach. The investment into theory pays off and efficient computer algorithms are developed for structural optimisation.

Refined continuum mechanics

The authors’ viewpoint on variational design sensitivity analysis within a general continuum mechanical framework relies on a rigorous separation of physical quantities (from the very beginning of the theory) into design and motion mappings based on intrinsic coordinates, cf. [2, 3, 4]. Thus, continuum mechanics is understood as a theory of two fundamental and independent geometry and motion mappings depicted in Fig. 1. In this presentation, the terms design and geometry are used synonymously.

In detail, the reference placement \( \mathcal{K} \) of the material body with reference points \( X = \kappa_\Theta(\Theta, s) \) is parametrised by intrinsic coordinates \( \Theta \) and design \( s \). Similarly, the current placement \( \mathcal{M} \) with current points \( x = \mu_\Theta(\Theta, t) \) is parametrised by intrinsic coordinates \( \Theta \) and time \( t \). The deformation \( \varphi_X \) split into the mappings \( \varphi_X = \mu_\Theta \kappa_\Theta^{-1} \), see Fig. 1a. The displacement map \( u_\Theta = \mu_\Theta - \mu_\Theta \) with \( u = x - X \) can be used alternatively.

The intrinsic motion gradient \( M_\Theta \) and the intrinsic geometry gradient \( K_\Theta \) are used to decompose the referential deformation gradient \( F_X = M_\Theta K_\Theta^{-1} \), see the tangent mappings in Fig. 1b.

Thus, the cause and the effect of design perturbations can be described in continuum mechanics via variations of either \( \kappa_\Theta, \mu_\Theta \) or \( \kappa_\Theta, u_\Theta \). This approach differs conceptually from the material derivative approach [1] and the domain parametrisation approach [16], respectively. The relationship to configurational mechanics is explained in [10, 11].
Variational design sensitivity analysis

Sensitivity analysis of nonlinear mechanical problems is usually organised as staggered scheme. Initially, both mappings (\(\kappa_\Theta\) and \(\nu_\Theta\)) defined on the material body using intrinsic coordinates are considered to be independent. In the first step, the weak form

\[ R(X, u) = 0 \quad (1) \]

implicitly defines the displacement \(u\) for given geometry (design) \(X\). In the second step, perturbations of design are considered. Importantly, these geometry variations \(\delta X\) should generate displacement variations \(\delta u\) such that equilibrium \(R = 0\) is not destroyed, i.e.

\[ \delta R = \delta X R + \delta u R = 0. \quad (2) \]

Its interpretation is the balance of perturbation forces which represent variations of geometry (design) and displacement.

Further analysis leads to the physical stiffness operator \(k(X, u; \eta, \delta u)\) and the pseudo load operator \(p(X, u; \eta, \delta X)\) depending on current geometry \(X\), current displacement \(u\), test function \(\eta\), as well as variations \(\delta X\) and \(\delta u\) respectively. Finally, Eq. (2) reads

\[ \delta R = p(\delta X) + k(\delta u) = 0 \quad (3) \]

and implicitly defines the continuous sensitivity operator \(s\)

\[ \delta u = s(\delta X). \quad (4) \]

This relationship is central for the variational design sensitivity analysis.

Similarly, the sensitivity of objective or constraint functions \(f(X, u)\) can be formulated. Therefore, \(\beta(X, u; \delta X)\) and \(\gamma(X, u; \delta u)\) denote linear forms obtained by varying \(f\) with respect to geometry (design) \(X\) or displacements \(u\).

The total variation of \(f\) reads

\[ \delta f = \delta_X f + \delta_u f \]

\[ = \beta(\delta X) + \gamma(\delta u) \]

\[ = (\beta + \gamma \Theta)(\delta X). \quad (5) \]

Herein, the linear operator \(a\) defined as

\[ a = \beta + \gamma \Theta \]

represents the complete influence of the design variations on the objective or constraint functions \(f\). Finally, the total variation of \(f\) yields

\[ \delta f = a(\delta X). \quad (6) \]

In summary, all necessary information are already available on the continuous level. Unfortunately, some information are only implicitly available and only a few additional theoretical steps are possible. Thus, additional explanations and the computable schemes are given based on the discrete counterparts.
Associated discretisation

All continuous quantities must be discretised to generate a computational scheme. Here, the discretisation of the geometry map \( \mathbf{K}_0 \) follows exactly the same rules as known from the discretisation of structural response, i.e. the displacement map \( \mathbf{u}_0 \). The presentation is based on intrinsic coordinates in our theory. To exemplify the resulting discrete quantities in a known framework, we summarise the matrices for the standard isoparametric finite element method.

The discrete version of Eq. (2) reads
\[
\delta \mathbf{R} = V^T \delta \mathbf{R} = 0
\]
with
\[
\delta \mathbf{R} = \mathbf{P} \delta \mathbf{X} + \mathbf{K} \delta \mathbf{U} = 0,
\]
(8)
where \( \mathbf{X} \) are the nodal coordinates and \( \mathbf{U} \) are the nodal displacements. Thus, the abovementioned bilinear forms \( k \) and \( p \) generate the stiffness matrix \( \mathbf{K} \) and the pseudo load matrix \( \mathbf{P} \). Importantly, the discretisation of Eq. (4) yields the computable sensitivity matrix \( \mathbf{S} \), which maps any design variation \( \delta \mathbf{X} \) to the related displacement variation
\[
\delta \mathbf{U} = -\mathbf{K}^{-1} \mathbf{P} \delta \mathbf{X} = \mathbf{S} \delta \mathbf{X}.
\]
(9)

The wording pseudo load can be argued based on the discrete equations. In case of linear problems, \( \mathbf{R} = \mathbf{K} \mathbf{U} - \mathbf{F} = 0 \) yields \( \mathbf{U} = \mathbf{K}^{-1} \mathbf{F} \). Similarly, Eq. (9) can be rewritten as \( \delta \mathbf{U} = \mathbf{K}^{-1} \delta \mathbf{X} \) with the pseudo load vector \( \mathbf{Q} = -\mathbf{P} \delta \mathbf{X} \). Thus, the pseudo load matrix \( \mathbf{P} \) transforms a given design perturbation \( \delta \mathbf{X} \) into a corresponding force vector \( \mathbf{Q} \). Importantly, both \( \delta \mathbf{X} \) and \( \mathbf{Q} \) have the same effect on the perturbation \( \delta \mathbf{U} \) of the structural response.

Last but not least, the discrete sensitivity equation for objective and constraint functions \( f(\mathbf{X}, \mathbf{U}) \) reads
\[
\delta f = \mathbf{b}^T \delta \mathbf{X} + \mathbf{c}^T \delta \mathbf{U},
\]
(10)
where \( \mathbf{b}, \mathbf{c} \) denote discrete variations of \( f \) with respect to geometry \( \mathbf{X} \) and displacements \( \mathbf{U} \), respectively. The combination of Eqs. (10) and (9) yields the discrete counterparts of Eq. (5)
\[
a^T = b^T - c^T \mathbf{K}^{-1} \mathbf{P}
\]
and finally of Eq. (7)
\[
\delta f = a^T \delta \mathbf{X}.
\]
(12)

The central sensitivity information \( a \) for any objective or constraint function \( f \) can be computed independently from the specific choice of design variation \( \delta \mathbf{X} \).

Therefore, the geometrical and physical contributions to sensitivity analysis can be computed independently. The choice of the design velocity field \( \delta \mathbf{X} \) based on techniques of computer aided geometric design (CAGD) is separated from details of the finite element description.

Computational benefits

Different strategies to generate the desired gradients are available as discussed above. A comparison of computational schemes based on continuous variations versus discrete analytical derivatives as characterised in Figure 2 has been investigated in [5]. The superior computational behaviour of the advocated variational approach has been proven. The benefits are even more obvious in case of finite difference approximations of the desired (analytical) gradients.

Furthermore, high performance computing (HPC) techniques can be applied most efficiently if the underlying theory already guarantees an optimised computational approach. The benefits are summarised by the already mentioned phrase There is nothing so practical as a good theory [9].

Design space exploration

The sensitivity matrix \( \mathbf{S} = -\mathbf{K}^{-1} \mathbf{P} \) is computable and offers the chance to investigate its internal structure using the singular value decomposition (SVD). Based upon this insight, the design space can be reduced to the most significant design modes with highest impact on structural response, see [6, 7].

The real matrix \( \mathbf{S} \) of order \( m \times n \) can be factorised using the singular value decomposition (SVD) as follows
\[
\mathbf{S} = \mathbf{Y} \mathbf{\Sigma} \mathbf{Z}^T = \sum_{i=1}^{\min(m,n)} \sigma_i \mathbf{y}_i \mathbf{z}_i^T.
\]
(13)
The square matrix \( \mathbf{Y} \) of order \( m \times m \) contains the orthonormal system of physical left singular vectors \( \mathbf{y}_i \), describing the structural response modes. The square matrix \( \mathbf{Z} \) of order \( n \times n \) contains the orthonormal system of geometrical right singular vectors, i.e. the design modes \( \mathbf{z}_i \). The diagonal matrix \( \mathbf{\Sigma} \) of order \( m \times n \) contains the positive singular values \( \sigma_i \) in decreasing order.

Inserting Eq. (13) into Eq. (12) yields
\[
\delta f_{ij} = (\mathbf{b}^T + \mathbf{c}^T \mathbf{Y} \mathbf{\Sigma} \mathbf{Z}^T) \delta \mathbf{X}_j.
\]
(14)

This relationship can be further reformulated, e.g. \( \mathbf{Z}^T \delta \mathbf{X}_j \) measures the impact of design modifications on the structural response. Overall, the results are used to explore the design space and to perform what-if analyses in order to evaluate the effect of design modifications on different objective and constraint functions.

![Figure 2: Order of steps within variational and analytical sensitivity analysis.](image-url)
**Multiscale structural optimisation**

An intensive introduction and detailed explanations of methods for multiscale structural analysis are given in [12, 13, 14, 15]. Commonly, the homogenised stress and material tensors are deduced from an averaged potential energy of the microstructure by partial derivatives with respect to the macroscopic deformation gradient. Multiscale structural optimisation is fully explored in [8].

A typical multiscale structural optimisation procedure contains the definition of the model problem with the initial designs on different scales, objective functions (OF), constraints (CON) and design parameters (DP), MSA for the stated boundary value problem (BVP), a multiscale design sensitivity analysis (DSA) based on the obtained multiscale solution and an iterative determination of design parameter updates based on non-linear programming algorithms (NLP). The aforementioned sequence of steps is illustrated in Figure 3. It is emphasised that constraints and design parameters can be defined on different length scales and diverse combinations are possible. Additionally, different types of design parameters on the macroscale $\mathbf{F}$ and the microscale $\mathbf{K}$ can be chosen. Beside material parameters in general, dimensions of parts, topological changes as well as changes of the shape are often referred. The design parameters in the following illustrative example are based on geometrical properties of control points within methods for computer aided geometric design (CAGD) or morphing based design parametrisation techniques.

The design sensitivity analysis part contains the evaluation of sensitivity information for a stated mechanical system and allows to answer the following questions: How will physical responses in $\mathbf{F}$ react, if design parameters either only in $\mathbf{F}$, or only in $\mathbf{K}$, or both in $\mathbf{F}$ and $\mathbf{K}$ change?

A further improvement can be gained by the application of mentioned HPC and common parallelisation techniques. Within MSA, the solution of each macroscopic boundary value problem in each individual macroscopic integration point contributes to the overall macroscopic residual and stiffness operators. In a similar way, the determination of sensitivity information can be performed for each microscopic boundary value problem in each macroscopic integration point separately and each individual contribution is assembled to the overall macroscopic pseudo load operator.

![Figure 3: Framework for multiscale structural optimisation (MSO).](Image)
Multiscale design sensitivity analysis

For the formulation of accurate design sensitivity relations over multiple scales it is important to figure out correct dependencies. Generally, all functions depend on the macroscopic design and state parameters $\mathbf{X}$ and $\mathbf{u}$ as well as on the microscopic design and state parameters $\mathbf{x}$ and $\mathbf{u}$. This dependency is abbreviated by $(\cdot)$ for simplicity. Similar to formulations on single scales, multiscale analysis and multiscale optimisation are based on a general non-linear residual, i.e. $R(\cdot; \mathbf{u}) = 0$, with test function $\mathbf{u}$. Despite design changes, the equilibrium state has to remain fulfilled and therefore the following variation of the macroscopic residual with respect to all design and state parameters can be stated

$$\delta \mathbf{R} = \delta \mathbf{X} \mathbf{R} + \delta \mathbf{u} \mathbf{R} + \delta \mathbf{x} \mathbf{R} + \delta \mathbf{u} \mathbf{R}. \quad \text{(15)}$$

Here, the introduced quantities are labelled as the macroscopic pseudo load operator $\tilde{P}(\cdot; \mathbf{u}, \delta \mathbf{X})$, the macroscopic physical stiffness operator $\tilde{K}(\cdot; \mathbf{u}, \delta \mathbf{u})$, the multilevel pseudo load operator $\tilde{p}(\cdot; \mathbf{u}, \delta \mathbf{x})$ and the multilevel stiffness operator $\tilde{k}(\cdot; \mathbf{u}, \delta \mathbf{u})$. The term multilevel indicates variations of the macroscopic residual $\mathbf{R}$ with respect to microscopic state and design parameters.

Analogous to formulations on single scales, the variation of the discrete residual reads

$$\delta \mathbf{R} = \tilde{P} \delta \mathbf{X} + \tilde{K} \delta \mathbf{U} + \tilde{p} \delta \mathbf{x} + \tilde{k} \delta \mathbf{u} = 0. \quad \text{(16)}$$

The introduced matrices are identified as the macroscopic pseudo load $\tilde{P}$, the macroscopic physical stiffness $\tilde{K}$, the multilevel pseudo load $\tilde{P}$ and the multilevel stiffness $\tilde{K}$, respectively. The discrete sensitivity of the macroscopic state consists of two parts

$$\delta \mathbf{U} = \tilde{S} \delta \mathbf{X} + \tilde{S} \delta \mathbf{U}. \quad \text{(17)}$$

The macroscopic sensitivity matrix $\tilde{S} = -\tilde{K}^{-1} \tilde{P}$ incorporates any macroscopic design variation $\delta \mathbf{X}$. Additionally, the effect of any microscopic design variation $\delta \mathbf{X}$ is given by the multilevel sensitivity matrix $\tilde{S} = -\tilde{K}^{-1} \tilde{P}$, where the sensitivity of the microscopic state $\tilde{S} = -\tilde{K}^{-1} \tilde{P}$ is included.

Finally, an overall sensitivity relation for an arbitrary functional $f(\mathbf{X}, \mathbf{U}, \mathbf{x}, \mathbf{u})$ can be obtained

$$\delta f = \left( \frac{\partial f}{\partial \mathbf{X}} \frac{\delta \mathbf{X}}{\delta \mathbf{U}} + \frac{\delta f}{\partial \mathbf{U}} \right) \delta \mathbf{X} + \left( \frac{\partial f}{\partial \mathbf{x}} \frac{\delta \mathbf{x}}{\delta \mathbf{u}} + \frac{\partial f}{\partial \mathbf{u}} \right) \delta \mathbf{U}. \quad \text{(18)}$$

Figure 4: Mechanical system and FE mesh for the macro- and microscopic initial design (top line). Optimisation model for macroscale with two morphing boxes and for microscale with one morphing box (bottom line).
Numerical investigation

The following numerical investigation briefly sketches the multiscale optimisation of a macroscopic bracket, see [8] for complete information. The underlying microscale representation contains a stiff matrix material and a softer inclusion. The mechanical system is illustrated in Figure 4. The performance of the initial macroscopic system in terms of the displacements is illustrated in Figure 6.

The target is to minimise the overall macroscopic compliance $C$ by modification of design parameters on the macro- and the microscale. This task is equivalent to the maximisation of the overall macroscopic stiffness. The defined constraints refer the individual volumes of the systems, which have to remain constant during the optimisation process but especially in the solution point.

The design parametrisation is based on so-called morphing techniques, where the coordinates of the control points of the morphing boxes are incorporated as design parameters, see Figure 4. The advantage of morphing based design parametrisation is its applicability to arbitrary FE meshes with diverse element formulations.

The design sensitivity information is firstly obtained with respect to the nodal coordinates of the FE mesh. Afterwards, these results have to be transformed to the chosen design space using so-called design velocity fields.

The sequential quadratic programming (SQP) method has been used for optimisation. It takes 23 iterations to find a feasible solution and to reduce the value of the objective by 17%, i.e. $C_{\text{opt}} / C_{\text{ini}} = 0.329 / 0.398 = 0.83$.

The distribution of design parameters for the optimal design is shown in Figure 5. The results obtained for one half of the system can be mirrored due to symmetry to the design of the overall system. The performance of the macroscopic system in terms of the displacements is illustrated in Figure 6 and proves that the stiffness is increased due to the fact that the resulting displacements reduce.

The example demonstrates the possibility to incorporate microscopic design parameters and constraints into the overall macroscopic optimisation process. Thus, multiscale optimisation problems based on variational design sensitivity analysis can be solved with convenient computation times.

Comment on computation times

The computation time for the solution of the overall optimisation problem reads 245 minutes and as already mentioned 23 iterations are required. That means that on average about 10 minutes per iteration are needed for the defined optimisation model with 1089 macroscopic integration points (which corresponds the number of microscopic BVP solutions), 363 finite elements and 464 degrees of freedom on the macroscale, and 180 finite elements and 386 degrees of freedom on the microscale. The computations are carried out on a mobile workstation with an Intel® Core™ i7-4800MQ CPU and 32 GB of RAM. Beside a discussion on benefits, a detailed exploration of computation efforts for the solution of several optimisation problems based on the variational approach for sensitivity analysis and the finite differences methods (numerical determination of gradients) can be found in [8]. It can be assumed that choosing a different and a more performant hardware environment together with some code optimisation steps would lead to more performant computation times and faster solution processes, but the ratio between variational and numerical computation of gradients remains equal.

Figure 5: Distribution of design parameters after optimisation: macro design (left) and micro design (right).
Numerical investigation

The following numerical investigation briefly sketches the multiscale optimisation of a macroscopic bracket, see [8] for complete information. The underlying microscale representation contains a stiff matrix material and a softer inclusion. The mechanical system is illustrated in Figure 4. The performance of the initial macroscopic system in terms of the displacements is illustrated in Figure 6. The target is to minimise the overall macroscopic compliance \( C \) by modification of design parameters on the macro- and the microscale. This task is equivalent to the maximisation of the overall macroscopic stiffness. The defined constraints refer to the individual volumes of the systems, which have to remain constant during the optimisation process but especially in the solution point.

The design parametrisation is based on so-called morphing techniques, where the coordinates of the control points of the morphing boxes are incorporated as design parameters, see Figure 4. The advantage of morphing based design parametrisation is its applicability to arbitrary FE meshes with diverse element formulations.

The design sensitivity information is firstly obtained with respect to the nodal coordinates of the FE mesh. Afterwards, these results have to be transformed to the chosen design space using so-called design velocity fields.

The sequential quadratic programming (SQP) method has been used for optimisation. It takes 23 iterations to find a feasible solution and to reduce the value of the objective by 17\% , i.e. \( \frac{C_{opt}}{C_{ini}} = 0.83 \).

The distribution of design parameters for the optimal design is shown in Figure 5. The results obtained for one half of the system can be mirrored due to symmetry to the design of the overall system. The performance of the macroscopic system in terms of the displacements is illustrated in Figure 6 and proves that the stiffness is increased due to the fact that the resulting displacements reduce. The example demonstrates the possibility to incorporate microscopic design parameters and constraints into the overall macroscopic optimisation process. Thus, multiscale optimisation problems based on variational design sensitivity analysis can be solved with convenient computation times.

Comment on computation times

The computation time for the solution of the overall optimisation problem reads 245 minutes and as already mentioned 23 iterations are required. That means that on average about 10 minutes per iteration are needed for the defined optimisation model with 1089 macroscopic integration points (which corresponds the number of microscopic BVP solutions), 363 finite elements and 464 degrees of freedom on the macroscale, and 180 finite elements and 386 degrees of freedom on the microscale. The computations are carried out on a mobile workstation with an Intel ® Core ™ i7-4800MQ CPU and 32 GB of RAM. Beside a discussion on benefits, a detailed exploration of computation efforts for the solution of several optimisation problems based on the variational approach for sensitivity analysis and the finite differences methods (numerical determination of gradients) can be found in [8]. It can be assumed that choosing a different and a more performant hardware environment together with some code optimisation steps would lead to more performant computation times and faster solution processes, but the ratio between variational and numerical computation of gradients remains equal.

Figure 6: Multiscale optimisation of a bracket: macroscopic displacements (large) for initial and optimised supplemented designs. Microscopic von Mises stress distribution in selected macroscopic integration points (1-3) for initial and optimised design. Due to symmetry, microstructures can be copied to design the full system.
Conclusion

The variational approach to design sensitivity analysis of nonlinear mechanical problems has been outlined briefly indicating the central theoretical concepts. Furthermore, the corresponding structure of its application to multiscale problems has been sketched. An illustrative example shows the applicability of the derived optimisation algorithm with objective and constraint functions as well as design parameters from both scales.
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In Memoriam Erwin Stein (1931 – 2018)

by Walter Wunderlich

Chair of Structural Analysis, Technical University of Munich, Germany

During this time he got married to Gisela in 1953 and the two daughters Ulrike and Annemie were born, later followed by their son Matthias. After obtaining his diploma in civil engineering in 1958, Erwin Stein took his first position in the consulting firm for bridge engineering Dr. Homberg in Hagen/Westfalen where we both met for the first time and became friends. Whereas my work in this company lasted for about three years, Erwin left after one year and started his scientific career.

In 1959, he accepted an offer by Prof. Bornscheuer of the University of Stuttgart to become an assistant at the Institut für Baustatik, where he worked with great commitment for about 12 years, from 1965 as "Oberingenieur". In this time, the computer based methods of structural mechanics came into the focus of research. With enthusiasm, Erwin followed this new field leading in 1964 to his dissertation on "Die Trefftz-Methode für Balken, Platten und Schalen" and in 1969 to his "Habilitation" and the venia legendi for "Baustatik und Baumechanik".

In recognition of his abilities, he became spokesperson ("Sprecher") of the new and distinguished Collaborative Research Centre SFB 64 (Lightweight Structures) of the German Research Foundation (DFG). In the same year (1970) he also was organizer of a seminar in Stuttgart in which results of various DFG-projects using computer-oriented methods were discussed. The corresponding presentations were published in the book "Finite Elemente in der Statik" and give an overview about the status of developments in this field in that early stage.

The main part of the academic career of Erwin Stein is connected with the University of Hannover, however. In the year 1971, he accepted a call to the chair of "Baumechanik" at the Department of Civil Engineering of the Technische Universität Hannover as successor of Professor Theodor Lehmann. He remained there until his retirement in 1998 and even beyond as Emeritus another 20 years, in which he worked as hard as before.

In this long period, Erwin Stein formed an institute of high national and international reputation. With his
team, he achieved substantial progress in the field of Computational Mechanics, especially in computational structural and solid mechanics and became well-known for the profound quality of his research. He worked in wide-spread research areas, from basic theoretical formulations to numerical realization and practical applications. On the one hand, he accentuated practical problems of analysis and design, the latter influenced by his license as Proof-Engineer (Prüfingenieur) which he obtained in 1975. On the other hand, he emphasized the importance of mathematics and enforced the collaboration with applied mathematicians. The broad spectrum and the development of his research are reflected in his numerous papers (more than 300) in highly ranked journals, books, and conference contributions. He was editor or coeditor of many books, journals and proceedings, including the Encyclopedia of Computational Mechanics.

Erwin Stein promoted the practical application of the finite element method already at its early stages, e.g. in Germany organizing the conference series “Finite Elemente in der Baupraxis” together with me, and hosted the first one in 1978 in Hannover. In addition, he emphasized the theoretical development, e.g. by founding the working group “Diskretisierende Methoden in der Strukturmechanik” within the International Association of Applied Mathematics and Mechanics (GAMM), and organizing workshops at the research centers in Bad Homburg and Oberwolfach. In the framework of the German Research Foundation, in 1981, he initiated the nationwide Special Research Programme “Nichtlineare Berechnungen in der Strukturmechanik” and worked on about 50 other research projects.

In his teaching responsibilities Erwin Stein successfully educated his students in the basics of mechanics as well as in advanced courses (Fig. 2). Quoting himself from one of his papers: "Structural engineers need ingenium - this Latin word means imagination, rational thinking, talents for theoria cum praxi, (natural) determination ..." gives some of the motivation about his teaching approach. Sometimes even some philosophical notes were added to the often demanding contents of his lectures.

With his enthusiasm he managed to attract the top students to his institute and formed a highly qualified team of scientists, the so-called "Stein-School". Many of his coworkers became professors at various universities expanding his ideas, and their institutes in turn developing to recognized centers of excellent research in many areas of computational mechanics.

Erwin Stein established and maintained a worldwide network. He was one of the founders of the International Association of Computational Mechanics (IACM) as well as of the German Association of Computational Mechanics (GACM). With his dedicated commitment he contributed essentially to the development of these and related organizations, like ECCM (European Conference on Computational Mechanics) and Dekomech (Deutsches Komitee für Mechanik). He was a regular participant in national and international congresses, often giving invited or plenary lectures, always on a sophisticated level.

Figure 2: Teaching at the University of Hannover.

As an exceptional contribution to the scientific community, his research about Gottfried Wilhelm Leibniz has to be emphasized. In the time of his retirement Erwin became more and more attracted by the person and the work of this last universal scholar. He even tried hard to read some of his contributions in the original Latin language. In particular, Leibniz’ four species calculating machine (machina arithmetica 1698) and its mode of operation was the focus of the investigations, which...
he improved by a new construction built together with the mechanical engineer F.O. Kopp. With this and other rebuilt machines of Leibniz, he formed an exhibition at the University of Hannover (in 2006 renamed Gottfried Wilhelm Leibniz Universität Hannover) which was also shown at several other universities and places.

Moreover, he expanded his research interest into other areas of Leibniz’s work: mathematics, mechanics, philosophy, theology, and others. Several publications describe his impressive research work, especially his last book: “Der Universalgelehrte Gottfried Wilhelm Leibniz” - edited together with A. von Boetticher - includes several chapters of the recent Leibniz-research of Erwin. Until his last days he became inspired by looking at the bust of Leibniz, which was placed in the garden of his house. On many occasions he praised the work and ideas of this great scientist, as in his last lecture given at the GAMM Annual Meeting in Munich in March 2018 (Fig. 3).

In 2011, he was awarded the ”Verdienstkreuz 1. Klasse des Niedersächsischen Verdienstordens“, in appreciation of special efforts in science and research and his accomplishments for the inheritance of Leibniz.

In recognition of his academic merits, Erwin Stein also received an honorary doctorate (Dr.-Ing. E.h.) from the University of Stuttgart (in 1986), and three honorary degrees (Dr. h.c.) from the universities of St. Petersburg, Xuzhou, and Posen. Several other awards followed, among them, as the most prominent ones, the Gauß-Newton Medal of the International Association for Computational Mechanics (IACM) and the Ritz-Galerkin Medal of the European Community on Computational Methods in Applied Sciences (ECCOMAS). He was honorary member of several scientific organizations and honorary president of the GACM.

The community of Computational Mechanics is grateful for his achievements and impulses and will cherish his scientific legacy.

Erwin Stein was an exceptional scientist and a great personality. We mourn his loss and express our sorrow and sympathy to his wife Gisela und his children. His presence will be missed but our memories of him and of his friendship will remain.
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